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Denver Network Stats
• Vaultgards
➢ 127

• Protectors
➢ 803

• Networks
➢ 13 – 3 Feeder

• Substations
➢ 5



Network Reroute Overview

Each of Xcel Energy’s 13 networks consists of 3 
separate feeders that are fed from the same 
substation buss. There is no distribution on the 
underground network. On occasion, it is 
necessary to reroute a network from one source 
to another source. This source could be a 
difference buss in the same substation or from a 
different substation due to capacity issues, new 
construction or substation issues.



Network Reroute Overview

In the last 5 years the Xcel Energy Underground 
Network has executed more the 15 feeder reroutes. A 
scheduled feeder reroute or “cut” usually will start at 
1pm on a Saturday. In most cases a feeder cut will 
require an open transition or a drop and pick. This open 
and close is scheduled for 2 am. All effected buildings 
are notified of the temporary outage several weeks 
before the feeder cut.



Step by Step Reroute Process

The first step is to identify the source to be used
and the route must be identified. This is usually 
done by the network engineer. In an emergency, the 
route and source are identified by the lead network 
employees. All substations, manholes and buildings 
must identified and all effected customers must be 
notified. The Underground department coordinates 
with the substation department to switch out the 
networks as needed. For this presentation, the blue 
network will become the orange network as seen in 
the next few slides.



Step by Step Reroute Process
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Step by Step Reroute Process

On the day of the cut, the person in charge will 
have the substation department open the first 
set of feeders, feeder 11 and feeder 44 for this 
example. The feeders will be grounded, and a 
clearance issued. All crews will begin the reroute 
process.



Step by Step Reroute Process
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At this point, Feeder 11 and feeder 44 
have been opened and grounded.
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Step by Step Reroute Process

At this point, all protectors on feeder 11 and 
feeder 44 will be Remote Open Blocked Opened 
with Vaultgard and left in ROBO until later in the 
feeder cut. In previous feeder cuts, a crew would 
go to every effected building and manually open 
the protector. This could be as many as 30 
locations and could take up to 2 hours.



Step by Step Reroute Process

This is a view with the feeder closed.



Step by Step Reroute Process

This is a view with the feeder open.



Step by Step Reroute Process

This is a protector in ROBO



Step by Step Reroute Process

Once the junction straps have been reconfigured 
in manhole 71, feeder 11 is re-energized. Feeder 
44 is isolated between the substation and 
manhole 70. Feeder 44 is now feeder 11. There 
are now opposite feeders in the buildings. The 
protectors that were energized and are opposite 
feeders are in Remote Open Blocked Open
status to prevent tying the networks together.



Step by Step Reroute Process
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Step by Step Reroute Process

The next 2 feeders, 12 and 45, are opened and 
grounded. As with the first set of feeders, all 
protectors on feeder 12 and feeder 45 will be 
Remote Open Blocked Open with Vaultgard and 
left in ROBO until later in the feeder cut. In 
previous feeder cuts, a crew would go to every 
effected building a 2nd time and manually open 
the protector. Once again, this could be as many 
as 30 locations and could take up to 2 hours.



Step by Step Reroute Process
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Step by Step Reroute Process

Feeders 11 and 12 are open. Feeder 11 is ROBO’d



Step by Step Reroute Process

Feeders 11 and 12 are open and are ROBO’d



Step by Step Reroute Process

Once the junction straps have been reconfigured 
in manhole 71, feeder 12 is re-energized. Feeder 
45 is isolated between the substation and 
manhole 70. Feeder 45 is now feeder 12. Again, 
there are opposite feeders in the buildings. The 
protectors that were energized that are on 
opposite feeders are in Remote Open Blocked 
Open status to prevent tying the networks 
together.



Step by Step Reroute Process
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Step by Step Reroute Process

Now we have 2 feeders on the new source and 
the protectors are in ROBO. At this point we will 
start to look at our positive sequence phasing 
voltage and the positive sequence phasing 
angle. They might be very close of wildly out of 
sync depending on the source.



Step by Step Reroute Process

Positive sequence phasing voltage 2.0 volts 
Positive sequence phasing angle 11.3 degrees.



Step by Step Reroute Process

Positive sequence phasing voltage 13.1 volts 
Positive sequence phasing angle 74.5 degrees.



Step by Step Reroute Process

Positive sequence phasing voltage 6.0 volts 
Positive sequence phasing angle -102.4 degrees.



Step by Step Reroute Process

After looking at the phasing voltage and angles, 
We will change the settings on all relays that are 
on feeder 44. These changes are made so the 
protector will not close when the ROBO is 
removed. The protector will close on a dead 
buss. Protectors that were on feeder 45 will 
remain in ROBO until the final feeders are open.



Step by Step Reroute Process

The protector is open, the handle in the automatic position and the
relay settings have been changed. This protector will close on a dead buss.



Step by Step Reroute Process

On the original feeder cut procedure, at 2am the 
crews would go to the buildings for a 3rd time.
The crews would manually open the protector
on feeder 46 and then manually close the 
protectors on feeder 11 and 12, completing the 
momentary planned outage on the building.
When using vaultgard, all of the protectors on
feeder 11 will automatically close when feeder 
46 is opened at the substation. Once the 
protectors on feeder 11 close, the ROBO on the 
protectors on feeder 12 is removed.



Step by Step Reroute Process

After confirming the protectors on feeder 12 
have closed the protectors on feeder 11 with the 
temporary settings are then ROBO’d and the 
original settings are re-applied. The ROBO is 
then removed. When feeder 13 is energized, the 
protectors will close completing the feeder 
reroute. On the old procedure, the crew would 
go to the building for a 4th time to put the 
protectors back to the automatic position.



Step by Step Reroute Process
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45 and 46 are Isolated. The feeder reroute is complete.

MH 70



Conclusion
As you can see, using vaultgard for a feeder 
reroute is a labor-saving device. Instead of 
sending crews to an affected building 4 different 
times, a 2-man crew can manipulate the relays, 
monitor the system loads in real time, allow 
switching outside of the vault and cut over 
multiple buildings within seconds. This 
procedure saves time, money and improves 
safety by minimizing employee exposure and 
risk.



QUESTION?



Fault Locating using 

Eaton Vaultgard



Fault Locating Using Vaultgard

Xcel Energy has developed a procedure to use Vaultgard when a 
circuit lockout occurs.

• Step #1 – Check Vaultgard emails.

• Step #2 – Plot the emails on the feeder map in 
the order they came in.

• Step #3 – Download Event Logs from all 
Vaultgards associated with the locked out circuit.

• Step #4 – Evaluate all event logs. Separate all 
events into categories.

• Step #5 – Dispatch crew to projected area & 
start fault finding.



Step #1 – Check Emails

These are

emails from a 

circuit lockout 

#1. The order 

they come in is 

the key to finding 

the area where 

the fault is 

located.



Step #2 – Plot Emails on Map

Plot the Vaultgard 

emails on feeder map 

in the order they 

report. The first 4 

emails will determine 

where employees will 

start the fault finding 

process.



Step #3 – Open Event Log
Click on the Vaultgard Event Log button.

LOG



Step #3 – Download Event Log

Click on the Vaultgard 

“View the log” button. 

Download the event 

log of every Vaultgard 

associated with the 

locked out circuit into 

an Excel spread 

sheet.

LOG



Step #4 – Evaluate Event Log
This spread sheet is the combined event logs of all the Vaultgards 

associated with the faulted circuit. It has been sorted by time to capture 

the fault event. It is very important to notice the comments in the 

“Parameter Display Name” column. The fact there is only “Trip Event” in 

this column indicates a cable fault is the likely cause of the lockout.



FINAL ASSESSMENT.

This fault occurred in May of 2017. Look 

at the order in which the emails came in 

(Yellow Arrows). The order is being used 

to identify the general fault location. The 

crew was dispatched to the area in which 

the first 4 emails arrived from, and found 

a disturbed manhole lid. The lid was 

opened and a faulted cable was identified 

as the cause of the lockout. The whole 

process took less than 3 hours. This 

method has been proven to be accurate 

18 of the last 20 circuit lockouts.
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This is a 

larger view of 

the previous 

slide.

Map – Fault #1



QUESTION?


